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Cray Apprentice2

Call graph profile
Communication statistics
Time-line view
• Communication 
• I/O

Activity view
Pair-wise communication 
statistics
Text reports
Source code mapping

Cray Apprentice2

is target to help               identify 
and correct:
• Load imbalance
• Excessive communication
• Network contention
• Excessive serialization
• I/O Problems
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Statistics Overview
Switch Overview display
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Function Profile
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Load Balance View (Aggregated)
Min, Avg, and Max 

Values

-1, +1 
Std Dev 
marks
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Call Graph View
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Call Graph View

Zoom
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Call Graph View - Zoom

Width inclusive time
Height exclusive time

Load balance overview:
Heigh Max time

Left bar Average time
Right bar Min time   
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Call Graph View - Zoom

Function
List
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Call Graph View – Function List

Function
List off

Mouse right click:
hide node

hide children
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Call Graph Hide Children

hidden 
children
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Call Graph Unhide One Level
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Call Graph Unhide One Level (2)
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Call Graph Unhide One Level (3)
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Call Graph Unhide All Children
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Load Balance View (from Call Graph)

-1, +1 
Std Dev 
marks

Min, Avg, and Max 
Values
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In order to get a screendump, right click on the “File” menu and select “Screendump”

List of functions and regions sorted by load imbalance (potential savings). In order to get this list in the call graph, click
on the “>>” button and right click the call graph tab and select “potential savings”.
This call graph is filtered to show only the functions that take a reasonable amount of time.

Main functions showing load imbalance. Normally load balance in MPI functions is caused by some
load imbalance in computation. In this case, on “Calc3”, which has an artificial imbalance.

Load balance display.
The height of the box represents the maximum time.
The left bar is proportional to the average time
The right bar is proportional to the minimum time. 
Functions with load imbalance have a lot of yellow on the left side
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Source Mapping from Call Graph
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Function Profile
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Distribution by PE, by Call, & by Time
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Environment & Execution Details
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Time Line View (Sweep3D)
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Time Line View (Zoom)
User Functions, MPI 

& SHMEM Line

I/O Line
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Time Line View (Fine Grain Zoom)
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Activity View
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Pair-wise Communication
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I/O Overview
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I/O Traffic Report
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I/O Rates
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Hardware Counters Overview



September 18-20, 2007 Luiz DeRose (ldr@cray.com) © Cray Inc. Slide 85

Hardware Counters Time Line
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Controlling Trace File Size
Several environment variables are available to limit trace files to a reasonable 
size:

• PAT_RT_CALLSTACK
Limit the depth to trace the call stack 

• PAT_RT_HWPC
Avoid collecting hardware counters (unset)

• PAT_RT_RECORD_PE
Collect trace for a subset of the PEs

• PAT_RT_TRACE_FUNCTION_ARGS
Limit the number of function arguments to be traced

• PAT_RT_TRACE_FUNCTION_LIMITS
Avoid tracing indicated functions

• PAT_RT_TRACE_FUNCTION_MAX
Limit the maximum number of traces generated for all functions for a single 
process

Use CrayPat API to toggle trace state (on / off) or to select functions to trace
• int PAT_tracing_state (int state)
• int PAT_trace_function (const void *addr, int state)

Use the limit built-in command for ksh(1) or csh(1) to control how much disk 
space the trace file can consume
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Additional API Functions

int PAT_profiling_state (int state)
int PAT_record (int state)
int PAT_sampling_state (int state)
int PAT_tracing_state (int state)
int PAT_trace_function (const void *addr, int state)
State can have one of the following:
• PAT_STATE_ON  
• PAT_STATE_OFF
• PAT_STATE_QUERY

int PAT_flush_buffer (void)
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Questions / Comments
Thank You!


